Sensors 4.0 – smart sensors and measurement technology enable Industry 4.0
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Abstract. “Industrie 4.0” or the Industrial Internet of Things (IIoT) are two terms for the current (r)evolution seen in industrial automation and control. Everything is getting smarter and data generated at all levels of the production process are used to improve product quality, flexibility, and productivity. This would not be possible without smart sensors, which generate the data and allow further functionality from self-monitoring and self-configuration to condition monitoring of complex processes. In analogy to Industry 4.0, the development of sensors has undergone distinctive stages culminating in today’s smart sensors or “Sensor 4.0”. This paper briefly reviews the development of sensor technology over the last 2 centuries, highlights some of the potential that can be achieved with smart sensors and data evaluation, and discusses success requirements for future developments. In addition to magnetic sensor technologies which allow self-test and self-calibration and can contribute to many applications due to their wide spectrum of measured quantities, the paper discusses condition monitoring as a primary paradigm for introducing smart sensors and data analysis in manufacturing processes based on two projects performed in our group.

1 Introduction

“Industrie 4.0”, branded the fourth industrial revolution, is in fact more of a political vision than a new technical paradigm (see Plattform Industrie 4.0, 2018; Hightech-Strategie: Industrie 4.0, 2018; Dossier: Digitale Transformation in der Industrie, 2018): it is simply the continuing progression of achieving better knowledge and control over the entire production process that has been ongoing since industrialization made efficient mass production possible. The main benefit of this new way of looking at things is the chance to establish new business models. This is actually expressed better by the Anglo-Saxon term Industrial Internet of Things or IIoT (Industrial Internet Consortium, 2018) because it hints at transferring successful business models of the new economy to industrial application; even more indicative are terms like digitalization or, short and pithy, Googlification. In fact, other application fields especially in consumer services are far ahead of industrial production processes in making use of the power of digitalization. Note that this is actually one fundamental difference between the common approach and the new thinking: services and hence the value to the customer are more important than products.

This paper addresses the importance of sensors, instrumentation, and measurement science for Industry 4.0 and discusses potential and trends; it is based on two conference presentations addressing smart sensors, their relevance for Industry 4.0, as well as the requirement for an expanded uncertainty evaluation (Schütze, 2015; Schütze and Helwig, 2017); a shorter German version was recently published elsewhere (Schütze and Helwig, 2016). In the field of sensors and instrumentation the trend towards smart sensors has long been established in aspects like better performance, higher integration, and multi-parameter sensing, but also built-in intelligence as well as secure and safe networking (Gassmann and Kottmann, 2002; Sensor-Trends, 2014). Intelligent sensor systems allow e.g. self-identification or diagnosis up to self-configuration, calibration, and repair, often subsumed under the term self-X (Akmal Johar and König, 2011). In
analogity to Industry 4.0 the term Sensor 4.0, coined by Peter Krause, the chairman of AMA e.V. (AMA, 2018), snappily designates the current development in sensors and measurement science. Similar to the four phases of industrial development, this classification discriminates between purely mechanical indicators (e.g. the aneroid barometer, also referred to as a Vidie can, invented by the French physicist L. Vidie in 1844), electrical sensors (e.g. classic strain gauges invented simultaneously by E. E. Simmons at Caltech and A. C. Ruge at MIT in 1937/38), the state-of-the-art electronic sensors (e.g. electronically compensated pressure sensors available since approx. 1970), and, finally, smart sensors; cf. Fig. 1. This overview also shows how strongly the industrial evolution is connected to sensors and instrumentation. Note that the importance of sensors is not limited to industrial processes, but is in fact strongly influencing all current megatrends like smart cities or smart mobility. The best examples of highly integrated sensor platforms are in fact smartphones which typically integrate around 15 different sensors and heavily make use of multisensory signal evaluation, e.g. for navigation which relies on accelerometers, gyroscopes, magnetometers, and pressure sensors. At the same time these sensors are also used for other services like weather monitoring, screen orientation, step counting, and, last but not least, gaming. In this case, the sensors are in fact “dumb” sensors, with the integration and data fusion between different sensors achieving a smart platform.

The relevance of modern sensors and instrumentation is also reflected by the economic data which show a continuous growth of more than 6% CAGR in turnover from 2005 to 2015 and a steady increase in jobs of almost 40% over the same period, compared to stagnation in the industry as a whole (based on an analysis by AMA). The companies in this field also invest an average of 10% of their turnover in research and development and are therefore attractive employers for young engineers and physicists.

2 State-of-the-art and current trends

A current trend in sensor technologies is the use of active measurement principles that are used in various sensor elements and systems. Examples are magnetic sensors, e.g. Hall sensors using spinning current (Munter, 1990), internal calibration and even correction of offset temperature coefficients through integration of internal chip heaters (Stahl-Offergeld, 2011), MR sensors using the compensation principle to suppress temperature cross-sensitivity (Marien and Schütze, 2009), micromechanical accelerometers (also using compensation or internal calibration methods) and gyroscopes (using the Coriolis effect with active vibration excitation), and Coriolis-based flow sensors or chemical sensors using temperature modulation for improved selectivity, sensitivity, and stability (Reimann and Schütze, 2014; Baur et al., 2015). Active modes of operation also offer additional potential for self-diagnosis, which is already extensively being used in automotive applications (Ochs, 2013). This does not only apply to inertial sensors, where the correct function is checked with internal excitation, but also to e.g. the lambda probe: here the time constant for heating to the desired operating temperature is used to detect faults, e.g. cracks of the ceramic. Self-diagnosis is especially important for applications in safety and security. Fire detection and explosion protection could not be addressed with low-cost gas sensors, which are prone to poisoning. Here, dynamic operation also allows detection of sensor faults, e.g. poisoning of the sensor material (Bastuck et al., 2015; Schüler et al., 2015).

Magnetic sensors are especially suitable for self-X methods as an internal calibration can be realized by coils integrated in the system or directly on the chip. Furthermore, as the sensors are very small and integrated on silicon chips with good thermal conductance, heating of the sensors is also possible, thus allowing direct determination of thermal cross-sensitivity. Many principles are today already implemented in integrated Hall sensors (e.g. 3-D-HallInOne sensors developed by Fraunhofer IIS), due to their being based on standard CMOS technology, thus allowing simple integration with analogue and digital electronics (Stahl-Offergeld, 2011). MR sensors are not yet as advanced due to the difference in technologies for sensor chips and electronics, but the potential for self-X technologies is increasingly being studied (Akmal Johar and König, 2011; MoSeS-Pro, 2015). Note that future trends might include internal traceability of the sensor function by making use of quantum standards for SI units so that sensors might be truly calibrated during operation as proposed by Kitching et al. (2016) (see also NIST-on-a-Chip, 2018).

Integrated Hall sensors can serve as one specific example highlighting the potential of (magnetic) sensors and their integration with advanced modes of operation and data treatment in the sensor itself. Hall sensors are used in many applications and are sold in large quantities at surprisingly low cost considering their performance. While on the outside these sensors still resemble the well-known simple Hall plate, a purely analogue, current, or voltage driven sensor with voltage output to measure the magnetic field, they are much more complicated inside. The spinning current principle, periodically switching driving and output contacts, has already been used for a long time (Munter, 1990) to compensate for various unwanted aspects (unsymmetrical geometry, variations in doping of the Hall layer, mechanical strain, and temperature differences), which would otherwise result in large offsets and therefore reduced resolution (Stahl-Offergeld, 2011). Even after spinning current compensation which is achieved by typically four measurements with current induced in all four directions of the Hall plate and subsequent averaging of the results, a residual, temperature-dependent offset remains. By integrating a small excitation coil directly on the chip this offset can be determined during normal operation. In addition, a small heater can also be
integrated on the chip, which can induce small temperature changes to determine the temperature coefficient (TC) of the offset, thus allowing a digital correction of the temperature-dependent offset with a linear model. To achieve offset compensation over a wide operating temperature range, this procedure can be repeated at different ambient temperatures. The resulting residual offset and thus the effective resolution of the sensor is greatly improved by this procedure by more than 1 order of magnitude from $\pm 1 \text{ mT}$ down to $\pm 50 \mu\text{T}$ (Stahl-Offergeld et al., 2009; Stahl-Offergeld, 2011). However, due to cost restraints the sensor only contains one AD converter, which means that chip temperature and Hall voltage cannot be measured simultaneously. To avoid errors in the determination of the offset TC the thermal behaviour of the chip is therefore modelled with several time constants. Furthermore, several measurements during this self-calibration and a statistical evaluation of the resulting variations are used to check whether the applied external field has changed during this procedure, which could lead to false values for offset and offset TC; for further details, the reader is referred to Stahl-Offergeld et al. (2009). In addition, other production-related parameters of the sensor chip can be determined with a suitable strategy combining on-chip measurements and digital evaluation (Stahl-Offergeld et al., 2010; Stahl-Offergeld, 2011). This example shows that even a seemingly simple Hall sensor today determines the required measurement value based on a complex digital process. Note that a strict determination of the resulting measurement uncertainty based on the GUM principles (GUM, 2008) would result in a very complex process if the complete system and a full physical model were to be considered. In this case, a suitable statistical approach for determination of the uncertainty would seem more suitable.

Thus, smart sensors with additional functionality provide a significant added value for higher-level functions, e.g. in production systems. The correct sensor function is also required for the condition monitoring of complex systems (see Sect. 3 below). In this case, the correlation of sensor data within the system can also be used to verify the correct sensor function; however, in this case, the sensor fault diagnosis has to be performed on a higher level within the system.

Additional trends that will be initiated or at least pushed further by the Industry 4.0 paradigm are the following.

- Measurement as a service: this could be a trend similar to the service provided by Uber in public transport, i.e. measurement services or even individual results are sold instead of instruments. Note that the measurement uncertainty – determined online by self-calibration – will then influence the price.

- Traceability of individual components down to screws, individual gears and even gaskets: this additional knowledge will allow tolerance measurement in the assembly of (sub-)systems and is also required for a comprehensive condition monitoring to assess the influence of individual processing steps and machines on the final result.

- Self-learning systems: the correlation between sensor data as well as other process and ambient parameters.
can be evaluated to ensure the correct function of the system in the sense of a system self-diagnosis by making use of machine learning (Cachay and Abele, 2012). So far it is unclear whether unsupervised methods are sufficient or whether supervised learning, see Sect. 3 below, is required, i.e. knowledge of the current system status for training the evaluation.

- Semantic technologies for analysis of complex systems: interpretation of measurement values beyond the purely data-based approaches could offer further opportunities, e.g. for plausibility checks of sensor data and for providing confidence values for (fault) causes. Note that the World Wide Web consortium (W3C) started working on a semantic sensor network ontology as early as 2005 which allows representation of measurement values and their significance (Semantic Sensor Network Ontology, 2017).

The last example shows that the importance of sensors and measurement technology was recognized also by other parties, which leads to some parallel and independent developments. Interestingly, however, aspects like measurement uncertainty and sensor self-monitoring are not addressed in the context of semantic technologies even though semantic representation would be highly valuable especially for these aspects.

3 New measurement paradigm: condition monitoring using data-based modelling

The potential of data-based sensor signal evaluation is demonstrated by the iCM Hydraulics project (2013). In this project a hydraulic model system combining a primary circuit with variable load and a secondary circuit for cooling and filtration were used to study the identification of typical system faults (internal pump leakage, delayed valve switching, pressure leakage in the accumulator, reduced cooling efficiency) only based on an evaluation of the usual process sensors (pressure flow rate, temperature, electrical power).

Figure 2 provides an overview of the approach: the hydraulic system is equipped with a total of 17 physical and virtual (e.g. efficiency calculated from electrical power input and hydraulic power output) sensors, which are read out with up to 100 Hz. The system was used to simulate a periodic industrial process with a work cycle of 1 min duration. In each cycle a total of approx. 50,000 raw values is recorded, which are interpreted as a high-dimensional measurement vector. A multi-step dimensionality reduction covering signal pre-processing, feature extraction, and selection yields a projection obtained by linear discriminant analysis (LDA) (Duda et al., 2000), which allows classification of the system status, i.e. identification and quantification of the fault. Classification can be performed with various methods, e.g. k-nearest neighbours, support vector machines (SVMs), or artificial neural networks (ANNs). Note that pre-processing and feature extraction are realized with unsupervised methods, i.e. without making use of the system status, while feature selection – here based primarily on Pearson correlation of features and fault status – and LDA projection are supervised methods, i.e. require the knowledge of the system status (Helwig and Schütze, 2014). The evaluation is based on a comprehensive training phase in which all combinations of all fault states are measured. The complete training is based on several thousand working cycles and requires approx. 3 days, primarily due to the relatively slow equilibration of the temperature after changing the cooling efficiency. The complete training data set contains almost 120 million raw data points. A systematic validation, e.g. based on k-fold cross-validation, completes the development of the statistical model and ensures that no overfitting occurs in spite of the high-dimensional input data set and the supervised training methods (Helwig and Schütze, 2014).

In this example statistical methods were primarily used for feature extraction. The working cycle was divided into 13 sections (complete cycle and 12 sections representing different constant or changing pressure levels, respectively) and the first four statistical moments (mean, standard deviation, skewness, and kurtosis) were determined for each sensor in each section. This can be implemented on low-cost hardware very efficiently, but is still the computationally most costly step of the training procedure. This step requires a few minutes on a standard PC for the complete data set with several 1000 cycles. The resulting almost 900 features (17 sensors·13 sections·4 statistical moments) result in a feature space that still has too many dimensions for efficient classification. Therefore, feature selection based on correlation between features and target classes, i.e. fault level, is used which is computationally extremely efficient, same as the calculation of the LDA projection to obtain the 2-D plots, cf. Fig. 3, or ideally only one discriminant function (DF) per system fault. These two computation steps only require fractions of a second. Even faster is the classification of a new working cycle, i.e. extraction of the selected features, projection in the LDA space for each system fault, and classification based on a k-nearest neighbour classifier, which can thus be performed in real time even on a low-cost microcontroller-based system.

The performance of the approach is shown in Fig. 3 for the four studied system faults: each fault state can be identified independently and its severity or level can be estimated with surprisingly high accuracy. The cooler efficiency, for example, can be estimated with better than 10% (the reduced cooler efficiency was simulated with pulse width modulation of the power supply, and the percentage gives the duty cycle used); the accumulator pressure can be determined with an uncertainty of approx. 5 bar. Projected test data which were not used to build the model (open symbols) show that the model allows correct classification of unknown states and even that an extrapolation of data outside the training range is possible within limits.

A statistical model was built allowing for independent identification of various hydraulic system faults as well as identification of sensor defects. System condition monitoring remained possible even with sensor faults by excluding the identified faulty sensors from the analysis.

In further experiments we have shown that the training can be transferred from one system to a second, identical system after some calibration, i.e., shift of the LDA projections for the correct system state (Helwig et al., 2015a). Given the high performance which was not expected when designing the experiments, we also studied how sensor faults would influence the classification results. For this, sensor offset, drift, noise and signal drop-outs were simulated in the recorded data for all sensor channels and the resulting data were used to classify the system state. Not surprisingly, the classification rate is drastically reduced, especially for monitoring of pump leakage and the hydraulic accumulator. To allow automatic recognition of sensor faults, these were defined as new targets for the classification algorithm and trained using the same completely automated approach. Again, the simulated sensor faults could be recognized with high reliability independent of the system state as shown in Fig. 4 for two exemplary sensor faults. In fact, sensor faults can be diagnosed before they lead to false classification of the system state (Helwig and Schütze, 2015). Correct classification of the overall system state is still possible by excluding the defective sensor(s) from the evaluation and making use of the remaining sensors. In fact, up to five of the most important sensors can be excluded from the evaluation and still a correct classification rate of more than 80% is achieved (Helwig and Schütze, 2015).

The projection shown in Fig. 4a can also be presented in a different way, as the second discriminant function (DF2) obviously does not provide relevant information for the offset classification. Plotting the data as a histogram results in the plot shown in Fig. 5 which shows nearly normal distributions for all six classes with a constant FWHM (full width at half maximum) or standard deviation. Thus, this projection could be used not only to determine or “measure” the sensor offset; it also provides an estimate for the uncertainty with which this offset can be determined, considering only type A uncertainties. Note that this also holds for the two classes with 2 and 10 bar offset, which were not used for calculating the LDA, i.e., building the statistical model.

Similarly, the histogram for the accumulator pressure shown in Fig. 6 also yields a constant standard deviation, which increases with increasing temperature range, thus in-
indicating a measurement uncertainty depending on ambient conditions, which is quite common for many sensors. This also shows that the performance of the condition monitoring approach deteriorates drastically when the temperature of the system, or more specifically the temperature of the hydraulic oil and with it the viscosity, changes over a wide range. While the accumulator pressure can be estimated with an uncertainty of less than ±5 bar for a temperature range of 10 °C, an increase in the temperature range to 20 °C leads to significant overlap between the different classes with an uncertainty of at least ±10 bar. Note that narrowing the temperature range further does not reduce the uncertainty correspondingly, probably due to noise of the sensor data contributing to this result (remember that a discriminant function is a weighted sum of different features, i.e., sensor values). To take this effect into account the training of the statistical model would either need to be extended to include data over a wide (oil) temperature range or the exact interpretation of the system condition can only be done in a typical operating window. The latter approach is surely better suited for typical industrial applications, especially as a full condition monitoring is not required with high temporal resolution, i.e., for classification of wear processes, due to the normally slow progression of the system deterioration. On the other hand, if this approach were to be used for mobile (hydraulic) machinery, i.e., loaders, the ambient and also the operating temperatures would depend drastically on location and weather conditions. In this case, either an expanded training over the full operating temperature range would be required or perhaps several different projections selected based on the relevant temperature level. In any case, training effort would increase to allow universal condition monitoring.

The examples shown here clearly demonstrate the potential of data-based statistical modelling for condition monitoring of complex systems purely based on existing process sensors. Thus, a cost-efficient and powerful monitoring can be achieved which allows interpretation of the results also in terms of the measurement uncertainty of the systems status, i.e., the uncertainty is nearly constant over the full range from a system in mint condition to near failure, but the uncertainty increases if additional factors, in this case significant changes in the oil temperature, have to be taken into account. Note, however, that this does not apply to all system faults. In this example a varying uncertainty was observed for the valve switching behaviour which increased over the monitored range, which might be due to a non-linear relation between features and resulting discriminant function and the fault status. Even more problematic is the observation that the variation of results for test data does not show a normal distribution, i.e., a simple interpretation of the standard deviation as measurement uncertainty is not possible, and,

Figure 3. Results for determination of the four system faults studied: cooler degradation (a), valve operation (b), internal pump leakage (c), and accumulator pressure (d). Full symbols show data used for determining the statistical model, and open symbols show additional test data not used in the training which prove that unknown data are interpreted correctly (Helwig and Schütze, 2015).
4 A modular approach for smart sensor networks and condition monitoring

The successful preliminary work in iCM Hydraulics resulted in the establishment of a successor project, in which the developed methods are transferred to an open sensor system toolbox. In this project (MoSeS-Pro, 2015) magnetoresistive sensors (AMR, GMR, and especially TMR) are primarily used to measure current, position, and angle, but other (micro)sensors, e.g. MEMS sensors for vibration, pressure, or thermal radiation, are also used to extend the measurement spectrum. These sensors are also integrated into components and subsystems (Helwig et al., 2017b) to allow improved performance and condition monitoring, both as an end-of-line test in their production and during their opera-

Furthermore, the interpretation of the statistical results as a "measurement" of the system state might not be justified.
Similarly, complementary techniques are used to select suitable system, i.e. based on principal component analysis (PCA). Analysis and can be interpreted as a gradual dimensionality reduction. Feature extraction and selection can be fully automated (length 10 000/overlap 2000 samples) with subsequent evaluation and can be interpreted as a gradual dimensionality reduction. Feature extraction and selection can be fully automated using a modular approach based on complementary algorithms to extract information from the time domain, i.e. with adaptive linear approximation (ALA), from the frequency domain, i.e. with Fourier analysis, from the time-frequency domain, i.e. using wavelet analysis, or the overall system, i.e. based on principal component analysis (PCA). Similarly, complementary techniques are used to select suitable features and feature combinations, i.e. simple correlation analysis or recursive feature elimination support vector machines (RFESVMs) for linear or RELIEF for non-linear separability (Schneider et al., 2017). In this way, the signal processing software as part of the sensor kit is realized in a highly modular design since heterogeneous sensors differ significantly regarding signal shape, time and spatial resolution, and target information to be extracted.

An example of the application of this toolbox is shown in Figs. 7 and 9. A miniaturized sensor system prototype was designed for integration in an electromechanical cylinder (EMC). These are increasingly applied as feed drives in machine tools, due to their unique combination of high loads, precision, and flexibility. The sensor system contains a range of (partially redundant) sensors (linear and rotary encoders, 3-D accelerometers, microphone, temperature and IR radiation sensors). Currently, the sensor prototype consists of two separate subsystems: first, two stacked sensor printed circuit boards (PCBs) (Fig. 9) mounted on the front surface of the ball screw inside the EMC housing (Festo ESBF-BS-63-400-5P, ∅ 63 mm, 400 mm stroke, 5 mm spindle pitch, axial load max. 7 kN) containing in total nine MEMS sensors. Furthermore, the rotary position of the spindle shaft is measured by an AMR Wheatstone bridge sensor (Doms and Slatter, 2014) with external bias magnet generating the support field which interacts with ferromagnetic teeth of the spindle shaft. This sensor is positioned at a fixed position in the cylinder housing close to the ball bearing (cf. Fig. 1a) pointing to the thread with a working distance of 1 mm. During rotation, the relative position of sensor and teeth changes, periodically resulting in sine and cosine sensor signals.

To evaluate the sensor system in a condition monitoring scenario, we induced a local abrasion of the spindle at stroke position 185 mm and recorded several stroke movements with varying velocity and three repetitions. For signal processing, short-time Fourier transform (STFT) was applied (length 10 000/overlap 2000 samples) with subsequent feature extraction and selection as previously demonstrated (Helwig et al., 2015b). Feature extraction captures a total of 210 statistical parameters such as median, variance, skewness, and kurtosis in different intervals of the amplitude spectra of three acceleration axes. The features are selected by \( F \)-value ranking of univariate ANOVA and dimensionally reduced to three discriminant functions (DFs) using LDA to obtain the maximum class separation. The latter algorithms are supervised learning methods, i.e. require class-annotated data which were given as velocity information and a local spindle condition traversed by the spindle nut. Figure 10a shows the resulting 3-D projection of sensor data with the planes DF1–DF2 and DF1–DF3 separating the different velocity levels and spindle conditions, respectively. Here, the velocity classes with 10, 20, and 50 mm s\(^{-1}\), respectively, were used for training and the class with 30 mm s\(^{-1}\) velocity was used for evaluation. The intermediate velocity class fits well into the data-based model and the fault identification.
Figure 7. Application-specific design of the modular MoSeS-Pro sensor system kit combining various (micro-)sensors, especially xMR sensors, but also MEMS vibration, sound, pressure or IR radiation sensors, with electronics for data acquisition and pre-processing as well as communication interfaces in application-specific sensor systems (Helwig et al., 2017a).
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Figure 8. (a) Typical steps for offline data analysis and approximation of an exemplary sensor signal with different complimentary feature extraction methods: (b) adaptive linear approximation, (c) principal component analysis and (d) best wavelet coefficients using the largest Daubechies-4 wavelet coefficients (BDW: best Daubechies wavelet); in each case, X shows the original signal and X’ the approximated signal using 16 (b) and 8 (c, d) features, respectively.

rate improves with increasing velocity. Figure 10b shows the plot of DF3 over stroke position clearly indicating the defect. The maximum is blurred, first, due to the interaction of balls and spindle defect over a distance of 30 mm and, second, also results from the STFT temporal blur. Furthermore, especially at low speeds with accordingly higher local resolution, two local maxima can be seen indicating the entry and exit points of the spindle nut passing over the defect. This example shows that the stroke position dependent analysis of signals can be used for fault diagnosis differentiating between local anomalies such as defects of the spindle and
global disturbances, e.g. of the ambient. For further details, the reader is referred to Helwig et al. (2017b).

To make full use of the MoSeS-Pro approach, data pre-processing and feature extraction need to be integrated into the sensor system to reduce the data load in the network and the cloud. However, this modular approach can also be used to design cost-efficient sensor systems for smart monitoring applications. In this case, a complete “over-instrumented” sensor set is used and the full sensor data are evaluated with the automated approach described above. Using the fairly simple and transparent algorithms allows identification of relevant sensors and features and, thus, the necessary acquisition bandwidth using an offline analysis. On this basis a greatly simplified sensor system can be defined for practical application. This approach would also allow us to choose an application-specific balance between sensor redundancy, i.e. to achieve robust operation as shown in Sect. 3, and cost efficiency.

5 Conclusion and outlook

Sensors and instrumentation are central driving forces for innovation, not only for Industry 4.0, but also for other megatrends that are described with the adjective smart, e.g. smart factory, smart production, smart mobility, smart home, or smart city. Intelligent decisions of complex systems are based on the knowledge of the system as well as ambient conditions and influence factors provided with high accuracy by sensors. The importance of sensors, measurement science, and smart evaluation for Industry 4.0 has been recognized and acknowledged by various authors (Imkamp et al., 2016; Sommer and Schütze, 2016; Walter, 2017) and has already led to the statement “Industry 4.0: nothing goes without sensor systems” ("Industrie 4.0: Ohne Sensorsysteme geht nichts") (Arnold, 2014). It should be acknowledged that notwithstanding all the euphoria and expectations for higher sensor production and sales volumes – especially when thinking about the Trillion sensor roadmap (Bryzek, 2013) – paradigm changes are expected, as is often the case in the digital revolution. Completely new business models like Uber and AirBnB already also exist in some sensor applications. Today, Google already provides the best traffic data based on mobile phone data with much better actuality and precision than classic traffic monitoring based on dedicated sensors. In this application the network plays an important role and of course the amount of data: while individual movement data provide low quality, data fusion of a large number of movements provides the required information. Similar effects can in the future also be expected for environmental data, i.e. air quality, when gas sensors are integrated into smartphones in large numbers. The field of sensors and measurement science and especially the research community have to address this challenge to ensure that future standards are still set by GMA (VDI/VDE-Gesellschaft Mess- und Automatisierungstechnik), DKE (Deutsche Kommission Elektrotechnik Elektronik Informationstechnik), and AMA (in Germany), as well as BIPM, CEN/CENELEC and ISO worldwide, and not in Silicon Valley.

A possible approach for the sensor and measurement science community to play a bigger role in this development of Industry 4.0 might be the area of measurement uncertainty, which is simply not addressed by the computer science community today. In addition to making use of quantum standards integrated in smart sensors, an expanded view of the Guide for Expression of Uncertainty in Measurement (GUM, 2008) taking into account sensor data fusion and statistical modelling is highly desirable to make full use of the undisputed potentials and to continue with the success story of industrial production in high cost countries, which is one of the promises of Industry 4.0. Condition monitoring of complex production systems – from a single hydraulic press to a complete factory with assembly and test systems – can be one paradigm for the development of sensors and measurement science for Industry 4.0 as this immediately offers many economic advantages but can also be used for developing and testing new business models. A highly important aspect here is data security and with it the question of who owns which data and who has a right to access certain data. Consider a critical component being monitored in a complex production process: while the raw data are produced in the factory, the know-how for their interpretation lies with the component manufacturer. Forwarding complete process raw data to the
Figure 10. (a) LDA projection of 30 selected vibration features, \( n = 2883 \), with training based on velocity classes 10, 20, and 50 mm s\(^{-1}\); classification rate determined for the Mahalanobis distance classifier with 10-fold cross-validation. (b) Deliberate abrasion as a local defect on the spindle and corresponding signal of DF3 vs. stroke position (moving average over 10 data points) (Helwig et al., 2017b).

Component manufacturer is usually not an option, as this will also include confidential data, e.g. the production volume, from the factory. A successful business model will therefore require a certain level of trust between the involved partners but also a suitable abstraction level of the data from the component which would allow the required condition monitoring but no further insights into the confidential production process. This will of course be even more complicated if several component and sensor providers are involved to achieve the holistic condition monitoring approach based on data fusion. Perhaps this will lead to a new approach in data warehouse management with a novel type of neutral smart service provider to perform data anonymization and/or data analysis for all involved parties.

Data availability. The data are available in the UCI machine learning repository: https://archive.ics.uci.edu/ml/datasets/Condition+monitoring+of+hydraulic+systems.
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